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DRAGONFLY - NULLING INTERFEROMETRY WITH DIRECT WRITE PHOTONICS

OVERVIEW

▸ The ‘classic’ Dragonfly 
Project 
▸ Integrated photonic pupil remapping 

using ULI 

▸ Hybrid 3D-2D architecture, closure 
phases and visibilities 

▸ GLINT integrated nuller 
▸ ULI integrated pupil remapper and 

nulling interferometer 

▸ To the MIR



KEY SCIENCE GOAL: UNDERSTANDING PLANET FORMATION

▸ Protoplanetary disks - 
map image dust, gaps, 
density perturbations, … 

▸ Direct imaging of hot, 
young exoplanets 

▸ Exozodi studies 

▸ Stellar astrophysics
http://www.jpl.nasa.gov/news/news.php?feature=927
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PART 1 - PUPIL 
REMAPPING 
INTERFEROMETRY
Efficiently re-map 2D telescope pupil to linear SM  

waveguide array, while maintaining coherence 
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Photonic pupil remapper (NIR) - Remaps arbitrary 2D pattern into 1D 
• Redundant (full pupil coverage) → non-redundant 
• 1D → can be spectrally dispersed 
• Single-mode waveguides → flat phase across “sub-aperture”

‘CLASSIC’ DRAGONFLY: PHOTONIC PUPIL REMAPPER

Free-space beam combiner illustrated

PART 1 - PUPIL-REMAPPING INTERFEROMETRY

compare to Non Redundant Masking (aka Sparse Aperture Masking)



THE PHOTONIC PUPIL REMAPPER
▸ Waveguides directly written into glass using tightly focused femtosecond laser - 

‘direct write’ (aka ‘ultrafast laser inscription’) 

▸ Chemical structure modified, positive change in index

▸ Translating glass allows 
waveguides to be written in 3 
dimensions 

▸ Must be path-length matched 
to <1 micron. Photonic chip  
provides necessary stability
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THE PHOTONIC PUPIL REMAPPER

▸ Waveguides directly written into glass using tightly focused femtosecond laser - 
‘direct write’ 
(aka ‘ultrafast laser inscription’) 

▸ Chemical structure modified, positive change in index 

▸ Translating glass allows waveguides to be written in 3 dimensions 

▸ Must be path-length matched to  
~1 micron. Photonic chip  
provides necessary stability
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IMPACT OF STRAY LIGHT
▸ Un-coupled light propagates through bulk and interferes at output face - reduce 

CP precision (at least in free-space beam combination)

end of the chip has propagated along a similar optical path-length to – and hence has a high
degree of coherence with – the guided light, resulting in stronger undesired interference at the
output.

Secondly, light lost at bends may recouple into adjacent waveguides, causing cross-coupling.
The average cross-coupled power between a pair of waveguides in the original remapper chip
was of order 10�5, while in the side-step design the cross-coupled power ranged from ⇠ 10�4

to as high as 6⇥10�3.
Cross-coupling of this magnitude causes closure phase error of order 1�. Inspection of the

power spectrum in Fig. 3 reveals small peaks at spatial frequencies in between the expected
peaks, located at integer multiples of the unit baseline. This is consistent with dark waveguides
being excited by cross-coupling with illuminated waveguides. This erodes the non-redundant
property of the output array, with small amounts of power (and associated phase components)
from diverse optical paths being blended into the measured baseline phases, again violating the
closure-phase conditions.

A further limitation imposed by high bend loss is that it strongly limits the number of waveg-
uides that can be incorporated into a device. The more waveguides incorporated into a device,
the more complex their routing needs to be in order to maintain path-length matching and avoid
clashes between adjacent tracks. For such designs to be feasible, much better optical perfor-
mance at small bend radii than in the original 8-waveguide straight-through design (which is
already at the limit of acceptable bend loss) was required. Ultimately the goal is to remap the
entire telescope pupil into a guided structure, which will require several tens of waveguides
(e.g. 37 with the current MEMS mirror).

a) Straight-through b) Side-step c) 90-degree

Fig. 6. Diagrams showing the three pupil-remapper topologies tested. The ‘side-step’ and
‘90-degree’ versions are designed to mitigate the interference effects of unguided light, by
moving the waveguide outputs outside the cone of unguided stray light (shown in red).
Additionally, topologies (a) and (b) have been manufactured and tested in two versions:
the original design (denoted ‘old-generation’) and the improved design (denoted ‘new-
generation’) which feature the advancements described in the text. The sketches given are
illustrative only: actual waveguides are carefully designed (in three dimensions) to be of
equal optical path-length.

4. Results: new-generation photonic pupil remappers

4.1. Eliminating interference from unguided light

Light which is focused onto a waveguide by an individual microlens, but which does not couple
into the waveguide, continues to propagate through the glass substrate in a cone corresponding
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WAVEGUIDE DESIGN

▸ Arbitrary 3D geometry, but 
strict design requirements: 
▸ Path-length matched (<< micron) 
▸ Bend radii limit ~ 25 mm 
▸ Min proximity ~30 um

≈5s computation time

All waveguides path length matched!

▸ Waveguide optimisation code 
▸ Parameterise each waveguide as set 

of 3D cubic Bezier curves 

▸ Cost function derived from length 
matching, ROC, write depth, 
proximity (exp. weighted), … 

▸ Deploy global and local optimisers 

▸ -> Produce G-code for writing stages 

(Lagadec et al. 2017 in prep.)
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FREE-SPACE BEAM COMBINATION
▸ Map pupil to linear non-redundant output 
▸ Simple, easy spectral dispersion, effective 
▸ But limited to ~< 9 wgs, no separate photometry

6 N. Jovanovic et al.

and subsequently maximising the bend radii, it should be
possible to reduce the bend losses (< 15%) provided that
waveguides are written at lower translation speeds to over-
come manufacturing di⌅culties. By using a highly transpar-
ent substrate like fused silica for example, the absorption
losses in the substrate can also be reduced (< 0.5%) and
finally by implementing AR coatings Fresnel reflections can
be eliminated as well. With optimisation the throughputs of
each sub-aperture are projected to be > 68%.

3.2 The Integrated Pupil-Remapping
Interferometer

Prior to commissioning at the telescope, the pupil-remapper
was aligned within the IPRI and tested in a laboratory envi-
ronment with a 45 nm bandwidth light source. The labora-
tory tests were conducted without the cross-dispersing prism
and anamorphic optics. Initially, the 7 possible interferome-
ter baseline lengths were tested in turn, by misaligning the
unwanted elements of the segmented mirror leaving only a
pair of waveguides illuminated in each case. High visibility
fringes were observed on all interferometer baselines, two of
which are shown in the insets to Figure 5(a) and (b). The
fringe pattern was windowed using a Hanning window and
then integrated in the vertical direction in order to collapse
each 2-dimensional image into a 1-dimensional line profile.
A Fourier transform was calculated for the line profile, the
square of which yielded the power spectrum and squared
visibilities (V 2) of the pattern as shown in Figure 5(a) and
(b). The amplitudes of the visibility of the 7 interferometer
baselines fluctuated by 2.2% RMS on average.

Because the waveguides were equally spaced at the
output of the pupil-remapper, a result of the fact that
the remapper was designed to be used in tandem with a
beam combing chip which takes this input format, a non-
redundant subset was selected by the simple procedure of
misaligning unwanted channels with the segmented mirror
array. An interferometer with 6 unique baselines was realised
in this fashion using 4 waveguides, of which the associated
fringe pattern, power spectrum and squared visibilities are
shown in Figure 5(c). The theoretical maximum squared vis-
ibility is given by 1/N2 where N is the number of waveguides
used (the basic mathematical foundations of interferome-
try are described in Lawson (2000) and Monnier (2003));
here this is V 2 = 0.063 (assuming even illumination) and
is marked by a dashed line in Figure 5(c). It can be seen
that the instrument generated high visibility fringes on all 6
baselines simultaneously which approach this value. The de-
parture from the theoretical value for longer baselines can be
attributed to aberrations in the ad-hoc optical setup down-
stream of the pupil remapper used to perform this particular
test which caused the higher fringe frequencies to wash out,
and was not a problem for our on-sky testing which used
the far superior optical setup shown in Fig. 1. Nonetheless
the high visibilities observed confirm that the arms of the
instrument were matched to significantly better than the co-
herence length of the light (�2/�� � 54 µm for the 45 nm
bandwidth light source used).

Owing to its resilience against atmospheric and instru-
mental phase noise, the closure phase has been the key ob-
servable for the detection of high contrast companions with
conventional aperture masking (Lacour et al. 2011). The
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Figure 5. Power spectra displaying the detected Fourier com-
ponents for the corresponding set of waveguides that were used
(highlighted by yellow dots while the unused waveguides are
shown in blue). The insets show the recorded interference pattern
in each case. The numbered parentheses indicate the baseline or-
der with the shortest unit baseline corresponding to 250 µm (the
separation between neighbouring waveguides).

closure phase is defined as the sum of the phase measured
around a closing triangle of baselines in the spatial frequency
domain. A closing triangle comes about because each aper-
ture of the interferometer is responsible for 2 baselines and
hence spatial frequency components and can be formed by
using three sub-apertures, for example. It is insensitive to
phase errors on individual channels, thus delivering an ob-
servable that is a function of the target objects intensity
distribution only (Baldwin 1986). The stability of the clo-
sure phase as a function of time is of great importance as
it is one of the parameters (in addition to the Fourier cov-
erage and others) that define the maximum contrast of a
detectable companion (Lacour et al. 2011). Stabilities at or
below the 1� level will see the IPRI reach scientific util-
ity, while closure phases < 0.5� place the instrument on
par with the present state-of-the-art achieved with aper-
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Piston applied (μm)

Fig. 9. A set of closure phase measurements taken while successively incrementing piston
in one waveguide for the new-generation side-step design pupil remapper chip. Here, three
waveguides are illuminated forming a single closing triangle. Top: the closure phase is far
more consistent as piston is applied (as compared with the old-generation chips shown
in Figure 3), with sCP = 0.22�. Bottom: the phase as a function of spatial frequency, for
each piston offset (colors). The power spectrum is overplotted in black (arbitrary units). In
contrast to the old-generation chip, only the three expected peaks in the power spectrum
are seen.
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Fig. 10. A histogram showing the distribution of sCP when the pupil-remapper and
microlens-array are subjected to repeated realignments. The frequencies have been nor-
malized such that the integral of each histogram is unity.

σCP = 0.22◦  
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FREE-SPACE VERSION - PERFORMANCE
▸ Residual stress -> high bend-loss 
▸ Address with thermal annealing

a) b)

Fig. 8. Waveguide throughputs for both the old- and new-generation remapper chips. Panel
(a) gives throughputs for the original straight-through and side-step designs, and for the
new side-step. Note that the throughputs for the new side-step chip exceed those of the old
straight-through chip. Panel (b) gives the throughputs for the new 90 degree chip, along
with minimum write depth. Waveguides with small write depths (i.e. guides are written
close to the glass surface) suffer from poor throughputs. In all devices the minimum bend
radius was 25 mm.

measurement set.
Furthermore, the performance of the new-generation remappers is also far more robust and

reproducible, no longer sensitive to small misalignments of the microlenses and the photonic
chip. This is a key requirement, since deployment to an instrument platform on a telescope is de-
pendent on fast alignment in hard-to-access spaces, tolerance of vibration and possibly a mov-
ing gravity vector if the instrument is mounted to the telescope itself (such as at a Cassegrain
focus). To test this, the microlenses and photonic chip were deliberately misaligned, and then
realigned and the closure-phase tests performed again. This cycle was repeated multiple times
for each of the different chip designs. Each realignment took less than 1 minute and involved
manipulating the translation of the chip and microlenses in X, Y and Z, and the roll angle (i.e.
rotation about the axis parallel to the direction of propagation) of the chip. The goal in each
realignment was simply to produce fringes on the detector, which have power visible in all
three baselines of a triangle (indicating all three waveguides in the triangle are illuminated) and
where the fringes appear parallel (eliminating any rotational misalignment).

A histogram of the test results is shown in Fig. 10. While occasionally good performance
is seen from the old-generation (straight-through) chip, this is not reliably reproducible and is
highly sensitive to each realignment, with sCPs ranging from 0.4� to 1.5�. On the other hand,
the new-generation side-step chip performs far better, with a median sCP of 0.42�. Moreover,
this chip exhibited this performance consistently, with sCPs better than 0.7� in all but one
measurement, and as low as 0.15�. The new-generation 90-degree design does not perform
as well, with a median sCP of 0.74�. This is consistent with stray light arising from bend
losses within the chip (due to its tighter bend radii than the side-step design) contaminating the
measurements.

Correction for detector non-linearity was also important. The detector exhibited relatively
little non-linearity, with R2 = 0.993, with the most non-linear region being at the ‘toe’ of the
response function (where counts are < 1000 ADU). However this still had a large impact on the
closure phase precision. When the non-linear correction is applied (derived from a polynomial
fit to the measured detector response) the side-step chip exhibited sCP ⇡ 0.2�, but these same
data yield sCP ⇡ 2.4� when non-linear correction is neglected. This suggests careful non-linear
correction should be applied whenever closure phases are measured from such interferograms,

Throughputs for side-step design previously shown

Piston applied (μm)

Fig. 9. A set of closure phase measurements taken while successively incrementing piston
in one waveguide for the new-generation side-step design pupil remapper chip. Here, three
waveguides are illuminated forming a single closing triangle. Top: the closure phase is far
more consistent as piston is applied (as compared with the old-generation chips shown
in Figure 3), with sCP = 0.22�. Bottom: the phase as a function of spatial frequency, for
each piston offset (colors). The power spectrum is overplotted in black (arbitrary units). In
contrast to the old-generation chip, only the three expected peaks in the power spectrum
are seen.
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Fig. 10. A histogram showing the distribution of sCP when the pupil-remapper and
microlens-array are subjected to repeated realignments. The frequencies have been nor-
malized such that the integral of each histogram is unity.
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On-sky Performance
• 20th-21st May 2011 at AAT - r0 1.8 arcsec, t0 30ms at H

• r0 2.5x greater than projected sub-aperture -  
large WF error across sub-ap, - poor coupling

• tint (200ms) >> t0 - low system visibility
Starlight Demonstration of the Dragonfly Instrument 7

ture masking in conjunction with AO systems (Lacour et
al. 2011; Kraus & Ireland 2012). The IPRIs closure phase
stability was tested with artificially induced phase o�sets
(via pistoning of the segmented mirrors elements). It should
be made clear that the pistoning was carried out with a sin-
gle unidirectional sweep of the segmented mirrors’ elements,
across their entire range, over a timescale of half-a-minute.
This did not simulate the bidirectional, fast time scale phase
fluctuations induced by the atmosphere. A single frame was
collected for each position of the mirrors’ elements during
the sweep. The visibilities were calculated as outlined pre-
viously. The closure phase was calculated for each frame by
multiplying the complex visibilities of 2 of the Fourier com-
ponents by the complex conjugate of the 3rd that formed
the closing triangle and then taking the argument of this
value. The RMS fluctuation in the closure phase was 0.4�

over the piston scan. As the segments were pistoned one-
at-a-time over a range which corresponded to several mul-
tiples of the wavelength of the light, then the 0.4� RMS
closure phase stability was measured with e�ective wave-
front errors > 2⇥. However, current AO systems can deliver
residual wavefront errors of ⇥ 250 nm while extreme AO
systems aim for ⇥ 80 nm (Sphere (Beuzit et al. 2008) per-
formance for median seeing privately communicated by Boc-
caletti) (Bouchez et al. 2009). Approximating the scaling of
phase errors to be linear in the case of well-corrected wave-
fronts (Martinache 2010) yields expected closure phase sta-
bilities of 0.18� RMS and 0.058� RMS when used in tandem
with an AO and an extreme AO system respectively (where
we have also accounted for the e�ect of a random error on
every sub-aperture simultaneously). The closure phase sta-
bility projected for use with an AO system is a factor of 3
better than the 0.5� threshold at which the IPRI becomes
scientifically competitive while for extreme AO systems it
is almost an order of magnitude below the state-of-the-art
achieved in masking. We do not claim that this simple anal-
ysis can directly translate to the predicted on-sky perfor-
mance where several sources of additional systematic error
may arise. However this promising level of stability suggests
that the instrument has the potential to compete with aper-
ture masking as will be discussed in greater detail in the
later sections.

3.3 On-sky observations

The IPRI was tested on-sky on the nights of the 20th–21st of
May, 2011 on the 3.9-m Anglo-Australian Telescope (AAT)
at Siding Spring Observatory. As this telescope was not
equipped with AO, the injection into the waveguides was
severely degraded and interference fringes were in constant
motion due to the turbulent phase perturbations imposed
by the atmosphere. The median seeing for Siding Springs in
May was 1.8 arcsec at 0.55 µm (from aao.gov.au) which re-
sulted in a Fried parameter, r0 = 6.3 cm and more relevantly
r0 = 22 cm at 1.55 µm. This value of r0 was 2.5� smaller
than the projection of each micro-lens on the primary mirror
(56 cm) and hence the atmospherically induced wavefront er-
rors were > ⇥ radians across each micro-lens. This resulted
in poor coupling of the starlight into the waveguides.

In order to minimise the loss of wavefront coherence,
short integration times were necessary but were limited by
the readout noise of the InGaAs camera used (200 electrons

Figure 6. A single image of a spectrally dispersed fringe pattern
taken on-sky at the AAT while observing Antares.

while a scientifically competitive HAWAII-2RG is < 18 elec-
trons). As a compromise our observations were taken with
200 ms exposures, which were many times longer than the
typical atmospheric coherence time (⇤0 ⇥ 30 ms at 1.55 µm
for Siding Springs). The target object was the red supergiant
Antares, one of the brightest objects in the near-infrared sky
which was also at low air mass. A data set of 1000 consec-
utive frames was collected. An example single exposure (af-
ter cleaning and flat-fielding) extracted from the data series
is depicted in Figure 6. Clear fringes corresponding to the
strongest baseline can be seen, with the slight tilt from ver-
tical exhibited by the fringes with wavelength implying that
the path-lengths through the interferometer generating that
particular fringe were temporarily unbalanced (due to the
varying atmospheric column depths above each sub-pupil).

The cumulative power spectrum shown in Figure 7 was
obtained by summing the squared one-dimensional Fourier
transform over the 1000 frames. Two wavelength bands are
clearly visible around 1.55 µm (H-band) and 1.3 µm (J-
band). Six peaks in the power spectrum can be seen in the
H-band (marked by white circles), which show that fringes
were recorded on all 6 baselines of the instrument. The sys-
tem visibilities for these channels were calibrated by remov-
ing the e�ect of unequal beam fluxes (which resulted from
the unequal throughputs of the waveguides) in post process-
ing, yielding a mean visibility of 0.31. It should be made clear
that the on-sky visibilities have been calibrated so that the
maximum value each baseline can take is 1, which is in con-
trast to the laboratory visibilities which were not calibrated.
Up to 15% of the reduction in visibility can be attributed
to the fact that Antares was partially resolved by the AAT
(41.3 mas angular size (Richichi & Lisi 1990)) leading to a
recalibrated mean system visibility of 0.36 for the longest
baseline.

A full numerical model of the telescope-atmosphere
system was constructed to interpret the commissioning
data. The system simulator included a single-layer phase
screen with random fluctuations statistically matching a
Kolmogorov turbulent spectrum. Adopting median Sid-
ing Springs values for seeing and windspeed (7 m/sec
aao.gov.au) in May, the code produced cross-dispersed inter-
ferograms. Light losses, beam asymmetries, photon/readout
noise, and the relatively long integration time of 200 ms were
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Figure 7. Power spectrum of the interference fringes recorded by
the instrument. The horizontal axis gives the spatial frequency, in
inverse pixels, for the Fourier components. All fringes were well
sampled. The white lines depict the theoretically expected spatial
frequencies of fringes for our given remapping chip, reimaging
optics and computed dispersion of the prism. The red and white
circles highlight the detected spatial frequency components in J
and H bands respectively.

all incorporated in the model. Results from the reduction of
the simulated data gave median system visibilities of 0.39 in
the H-band, which were consistent with the on-sky value of
0.36 for the longest baseline. The visibilities had a signal-
to-noise of about one from a single frame of data (both in
simulations and as observed in the on-sky data). The sim-
ulator revealed that the majority of the degradation of the
visibilities as well as the low signal-to-noise ratio for a single
frame could be attributed to temporal e�ects, where fringes
were blurred due to the exposure time being significantly
longer than the coherence time.

It can be seen that several spatial frequency peaks were
also recovered in the J-band (marked by red circles). Al-
though our instrument was not specifically designed for op-
eration here, the short single-mode cuto� of the waveg-
uides and the recovery of these spatial frequencies suggests
a straightforward extension to the J-band in the future.

Using the same code it was also possible to compare the
measured throughput with expectations, with the finding
that detected counts were about a factor of 2–3 lower than
predicted. Such losses could easily arise if the seeing was a
little worse than simulated, and/or from known issues with
the microlens alignment with respect to the chip. Recovering
expected throughputs is a key component in pushing the
science towards a fainter class of scientifically compelling
targets. Although these results indicate there is still some
work to do, they are encouraging enough to project that high
e⇤ciency operation should be possible with a more mature
optical setup.

Closure phases were extracted corresponding to all of
the 4 possible closing-triangles and we discuss the stability
of the one with the highest signal-to-noise of these. Each
of the 5 spectral channels spanning the H-band yielded clo-
sure phases of 0 ± 5� standard error (zero is the expected
closure phase for a nearly unresolved centrosymmetric ob-
ject such as Antares), which were consistent with numerical
simulations (0 ± 4� standard error) that included seeing.
We therefore conclude that the on-sky closure phase per-

formance can be entirely attributed to uncorrected seeing
(temporal fringe blurring) and hence there were no unex-
pected or unexplained drops in performance at the telescope
as compared to the laboratory.

4 PREDICTED ON-SKY PERFORMANCE
WITH ADAPTIVE OPTICS

With the closure phase stability for the on-sky tests ex-
plained by the presence of seeing, it is reasonable to use the
closure phase stability of the laboratory measurements as a
proxy for predicting the on-sky performance of the instru-
ment if used in conjunction with AO systems. It is important
to understand that the following extrapolation of on-sky per-
formance when used in conjunction with AO does not take
into account all the systematic errors that are present when
operating on a telescope and is meant only as a guide to the
ball park performance that may be achieved in an ideal case
scenario where the systematics can all be calibrated out.

We can arrive at a predicted maximum contrast of de-
tecting a companion as follows. As outlined previously, the
laboratory measurement of the closure phase stability can
be rescaled to account for wavefront errors across all sub-
apertures simultaneously around a closing triangle with the
magnitude equal to that expected of the residuals from an
AO or an extreme AO system (⇥ 250 and ⇥ 80 nm (Bouchez
et al. 2009) respectively). This yields a 0.18� RMS and
0.058� RMS closure phase excursion, respectively. This level
of closure phase stability can be converted into a limit for
which a companion could be detected at an angular sepa-
ration of 1�/D from the stellar host (parameterized for a
7-aperture system using equation 2 in Lacour et al. (2011))
to give a contrast of ⇥ 2200 : 1 (1⇥) for an AO system and
⇥ 7000 : 1 (1⇥) for an extreme AO system. When converted
to contrasts for typical confidence levels (3.3⇥, 99.9%) used
in aperture masking observations we get ⇥ 750 : 1 for AO
and ⇥ 2100 : 1 for extreme AO systems. For clarity this
means that a companion which is 750 times fainter than the
parent star could be detected with a signal-to-noise of 3.3
when used in conjunction with an AO system. These values
compare favourably with the current state-of-the-art con-
trasts for aperture masking that have been achieved; 100-
400 : 1 (Huelamo et al. 2011; Kraus & Ireland 2012), but
cannot be directly compared to the aperture masking re-
sults as they were captured in longer wavelength bands.
The predicted levels of contrast would currently limit the
H-band version of the instrument to exploring the Brown
dwarf regime. However, by moving further into the mid-
infrared (L’-band) where the stars are fainter and the young
planets are therefore relatively brighter, Jupiter-like planets
may potentially be within reach.

In practice, extrapolations of performance from the lab-
oratory to the telescope are fraught with di⇤culty. For a
start our above prediction might be regarded as pessimistic,
for it strictly only applies to a small number of detected
frames and random errors in the closure phase noise could
be reduced by taking a longer data run (there is a limit to
this as well). However, an important source of systematic
error not considered thus far is that encountered when slew-
ing between a science target and a point-spread-function
reference star, and there may be persistent-speckle or non-
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On-sky Performance
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ture masking in conjunction with AO systems (Lacour et
al. 2011; Kraus & Ireland 2012). The IPRIs closure phase
stability was tested with artificially induced phase o�sets
(via pistoning of the segmented mirrors elements). It should
be made clear that the pistoning was carried out with a sin-
gle unidirectional sweep of the segmented mirrors’ elements,
across their entire range, over a timescale of half-a-minute.
This did not simulate the bidirectional, fast time scale phase
fluctuations induced by the atmosphere. A single frame was
collected for each position of the mirrors’ elements during
the sweep. The visibilities were calculated as outlined pre-
viously. The closure phase was calculated for each frame by
multiplying the complex visibilities of 2 of the Fourier com-
ponents by the complex conjugate of the 3rd that formed
the closing triangle and then taking the argument of this
value. The RMS fluctuation in the closure phase was 0.4�

over the piston scan. As the segments were pistoned one-
at-a-time over a range which corresponded to several mul-
tiples of the wavelength of the light, then the 0.4� RMS
closure phase stability was measured with e�ective wave-
front errors > 2⇥. However, current AO systems can deliver
residual wavefront errors of ⇥ 250 nm while extreme AO
systems aim for ⇥ 80 nm (Sphere (Beuzit et al. 2008) per-
formance for median seeing privately communicated by Boc-
caletti) (Bouchez et al. 2009). Approximating the scaling of
phase errors to be linear in the case of well-corrected wave-
fronts (Martinache 2010) yields expected closure phase sta-
bilities of 0.18� RMS and 0.058� RMS when used in tandem
with an AO and an extreme AO system respectively (where
we have also accounted for the e�ect of a random error on
every sub-aperture simultaneously). The closure phase sta-
bility projected for use with an AO system is a factor of 3
better than the 0.5� threshold at which the IPRI becomes
scientifically competitive while for extreme AO systems it
is almost an order of magnitude below the state-of-the-art
achieved in masking. We do not claim that this simple anal-
ysis can directly translate to the predicted on-sky perfor-
mance where several sources of additional systematic error
may arise. However this promising level of stability suggests
that the instrument has the potential to compete with aper-
ture masking as will be discussed in greater detail in the
later sections.

3.3 On-sky observations

The IPRI was tested on-sky on the nights of the 20th–21st of
May, 2011 on the 3.9-m Anglo-Australian Telescope (AAT)
at Siding Spring Observatory. As this telescope was not
equipped with AO, the injection into the waveguides was
severely degraded and interference fringes were in constant
motion due to the turbulent phase perturbations imposed
by the atmosphere. The median seeing for Siding Springs in
May was 1.8 arcsec at 0.55 µm (from aao.gov.au) which re-
sulted in a Fried parameter, r0 = 6.3 cm and more relevantly
r0 = 22 cm at 1.55 µm. This value of r0 was 2.5� smaller
than the projection of each micro-lens on the primary mirror
(56 cm) and hence the atmospherically induced wavefront er-
rors were > ⇥ radians across each micro-lens. This resulted
in poor coupling of the starlight into the waveguides.

In order to minimise the loss of wavefront coherence,
short integration times were necessary but were limited by
the readout noise of the InGaAs camera used (200 electrons

Figure 6. A single image of a spectrally dispersed fringe pattern
taken on-sky at the AAT while observing Antares.

while a scientifically competitive HAWAII-2RG is < 18 elec-
trons). As a compromise our observations were taken with
200 ms exposures, which were many times longer than the
typical atmospheric coherence time (⇤0 ⇥ 30 ms at 1.55 µm
for Siding Springs). The target object was the red supergiant
Antares, one of the brightest objects in the near-infrared sky
which was also at low air mass. A data set of 1000 consec-
utive frames was collected. An example single exposure (af-
ter cleaning and flat-fielding) extracted from the data series
is depicted in Figure 6. Clear fringes corresponding to the
strongest baseline can be seen, with the slight tilt from ver-
tical exhibited by the fringes with wavelength implying that
the path-lengths through the interferometer generating that
particular fringe were temporarily unbalanced (due to the
varying atmospheric column depths above each sub-pupil).

The cumulative power spectrum shown in Figure 7 was
obtained by summing the squared one-dimensional Fourier
transform over the 1000 frames. Two wavelength bands are
clearly visible around 1.55 µm (H-band) and 1.3 µm (J-
band). Six peaks in the power spectrum can be seen in the
H-band (marked by white circles), which show that fringes
were recorded on all 6 baselines of the instrument. The sys-
tem visibilities for these channels were calibrated by remov-
ing the e�ect of unequal beam fluxes (which resulted from
the unequal throughputs of the waveguides) in post process-
ing, yielding a mean visibility of 0.31. It should be made clear
that the on-sky visibilities have been calibrated so that the
maximum value each baseline can take is 1, which is in con-
trast to the laboratory visibilities which were not calibrated.
Up to 15% of the reduction in visibility can be attributed
to the fact that Antares was partially resolved by the AAT
(41.3 mas angular size (Richichi & Lisi 1990)) leading to a
recalibrated mean system visibility of 0.36 for the longest
baseline.

A full numerical model of the telescope-atmosphere
system was constructed to interpret the commissioning
data. The system simulator included a single-layer phase
screen with random fluctuations statistically matching a
Kolmogorov turbulent spectrum. Adopting median Sid-
ing Springs values for seeing and windspeed (7 m/sec
aao.gov.au) in May, the code produced cross-dispersed inter-
ferograms. Light losses, beam asymmetries, photon/readout
noise, and the relatively long integration time of 200 ms were
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Figure 7. Power spectrum of the interference fringes recorded by
the instrument. The horizontal axis gives the spatial frequency, in
inverse pixels, for the Fourier components. All fringes were well
sampled. The white lines depict the theoretically expected spatial
frequencies of fringes for our given remapping chip, reimaging
optics and computed dispersion of the prism. The red and white
circles highlight the detected spatial frequency components in J
and H bands respectively.

all incorporated in the model. Results from the reduction of
the simulated data gave median system visibilities of 0.39 in
the H-band, which were consistent with the on-sky value of
0.36 for the longest baseline. The visibilities had a signal-
to-noise of about one from a single frame of data (both in
simulations and as observed in the on-sky data). The sim-
ulator revealed that the majority of the degradation of the
visibilities as well as the low signal-to-noise ratio for a single
frame could be attributed to temporal e�ects, where fringes
were blurred due to the exposure time being significantly
longer than the coherence time.

It can be seen that several spatial frequency peaks were
also recovered in the J-band (marked by red circles). Al-
though our instrument was not specifically designed for op-
eration here, the short single-mode cuto� of the waveg-
uides and the recovery of these spatial frequencies suggests
a straightforward extension to the J-band in the future.

Using the same code it was also possible to compare the
measured throughput with expectations, with the finding
that detected counts were about a factor of 2–3 lower than
predicted. Such losses could easily arise if the seeing was a
little worse than simulated, and/or from known issues with
the microlens alignment with respect to the chip. Recovering
expected throughputs is a key component in pushing the
science towards a fainter class of scientifically compelling
targets. Although these results indicate there is still some
work to do, they are encouraging enough to project that high
e⇤ciency operation should be possible with a more mature
optical setup.

Closure phases were extracted corresponding to all of
the 4 possible closing-triangles and we discuss the stability
of the one with the highest signal-to-noise of these. Each
of the 5 spectral channels spanning the H-band yielded clo-
sure phases of 0 ± 5� standard error (zero is the expected
closure phase for a nearly unresolved centrosymmetric ob-
ject such as Antares), which were consistent with numerical
simulations (0 ± 4� standard error) that included seeing.
We therefore conclude that the on-sky closure phase per-

formance can be entirely attributed to uncorrected seeing
(temporal fringe blurring) and hence there were no unex-
pected or unexplained drops in performance at the telescope
as compared to the laboratory.

4 PREDICTED ON-SKY PERFORMANCE
WITH ADAPTIVE OPTICS

With the closure phase stability for the on-sky tests ex-
plained by the presence of seeing, it is reasonable to use the
closure phase stability of the laboratory measurements as a
proxy for predicting the on-sky performance of the instru-
ment if used in conjunction with AO systems. It is important
to understand that the following extrapolation of on-sky per-
formance when used in conjunction with AO does not take
into account all the systematic errors that are present when
operating on a telescope and is meant only as a guide to the
ball park performance that may be achieved in an ideal case
scenario where the systematics can all be calibrated out.

We can arrive at a predicted maximum contrast of de-
tecting a companion as follows. As outlined previously, the
laboratory measurement of the closure phase stability can
be rescaled to account for wavefront errors across all sub-
apertures simultaneously around a closing triangle with the
magnitude equal to that expected of the residuals from an
AO or an extreme AO system (⇥ 250 and ⇥ 80 nm (Bouchez
et al. 2009) respectively). This yields a 0.18� RMS and
0.058� RMS closure phase excursion, respectively. This level
of closure phase stability can be converted into a limit for
which a companion could be detected at an angular sepa-
ration of 1�/D from the stellar host (parameterized for a
7-aperture system using equation 2 in Lacour et al. (2011))
to give a contrast of ⇥ 2200 : 1 (1⇥) for an AO system and
⇥ 7000 : 1 (1⇥) for an extreme AO system. When converted
to contrasts for typical confidence levels (3.3⇥, 99.9%) used
in aperture masking observations we get ⇥ 750 : 1 for AO
and ⇥ 2100 : 1 for extreme AO systems. For clarity this
means that a companion which is 750 times fainter than the
parent star could be detected with a signal-to-noise of 3.3
when used in conjunction with an AO system. These values
compare favourably with the current state-of-the-art con-
trasts for aperture masking that have been achieved; 100-
400 : 1 (Huelamo et al. 2011; Kraus & Ireland 2012), but
cannot be directly compared to the aperture masking re-
sults as they were captured in longer wavelength bands.
The predicted levels of contrast would currently limit the
H-band version of the instrument to exploring the Brown
dwarf regime. However, by moving further into the mid-
infrared (L’-band) where the stars are fainter and the young
planets are therefore relatively brighter, Jupiter-like planets
may potentially be within reach.

In practice, extrapolations of performance from the lab-
oratory to the telescope are fraught with di⇤culty. For a
start our above prediction might be regarded as pessimistic,
for it strictly only applies to a small number of detected
frames and random errors in the closure phase noise could
be reduced by taking a longer data run (there is a limit to
this as well). However, an important source of systematic
error not considered thus far is that encountered when slew-
ing between a science target and a point-spread-function
reference star, and there may be persistent-speckle or non-

c� 2002 RAS, MNRAS 000, 1–10

On-sky measured Ideal prediction 
(numerical model)

System visibility 0.36 0.39

Closure phase 0° ± 5° (SEM) 0° ± 4° (SEM)

On-sky results consistent with lab when seeing taken into account.



HYBRID BEAM COMBINATION

▸ Performance projection on-sky
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BEAM COMBINATION - ANALYSIS
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BEAM COMBINATION - ANALYSIS
▸ Instantaneous (not temporally modulated) measurement 

▸ Originally limitation of slow detector, works well 

▸ Test worst-case CP precision by postponing through >2𝜋 rad 
▸ CP standard deviation < 1 degree
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PART 2 - NIR 
INTEGRATED 
NULLING

Beat photon-noise while exploiting integrated 
ULI beam-combinersGuided Light Interferometric  

Nulling Technology



GLINT NULLER
▸ Uses a 3D photonic chip (ULI) to destructively interfere 

starlight, revealing signal of high contrast structure 
▸ Telescope pupil imaged onto chip 

▸ Remapping + interference via evanescent  couplers in chip 

▸ 10s of outputs, encoding time domain signal as pupil rotates 

ΔΦ=𝜋

ΔΦ=0

PART 2 - INTEGRATED NULLING (GLINT)



GLINT NULLER
▸ Advantages of integrated photonic approach 

▸ Pupil-Remapped and nulling interferometer in one device 

▸  Truly simultaneous photometry (not chopper) and I+ measurement -> Better null-depth 
estimate 

▸ Ideal for multiple, cascaded beam combination - e.g. closure-phase nulling 

▸ Intrinsically stable

ΔΦ=𝜋

ΔΦ=0
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GLINT NULLER - 3 WG AND 4 WG CHIPS IN PROCESS
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GLINT NULLER - TOWARDS CP NULLING

PART 2 - INTEGRATED NULLING (GLINT)



4.242 mm

0.606 mm

0.700 mm

MEMS scale
MLA scale

34.7 μm

30 μm

0.210 mm

Stripe width 0.200 mm

Stripe width 0.200 mm

Stripes extend to edge of substrate

Stripes extend to edge of substrate

Stripe pattern repeats to edge of substrate

Approximate telescope pupil (7.92 m)

Current 2WG chip

Propsed 4WG chip

𝜋 delay

0 delay

0 delay 𝜋 delay

A
Nuller Baselines (MEMS):
AC = 3.6 mm (3.0 u)
BC = 1.2 mm (1.0 u)
AD = 3.1 mm (2.6 u)
BD = 2.6 mm (2.2 u)

(AB, CD non-nulled)

A

B

CD
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GLINT NULLER - SPECTROGRAPHIC BACK END

IEEE SPECTRUM, VOL. 54, NO. 9, SEPTEMBER 2017 4

Fig. 4 – .

Fig. 5 – .

Fig. 6 – .

Fig. 7 – .

Fig. 8 – .

Fig. 9 – .

Fig. 10 – .

Fig. 11 – .

▸ Prototype back-end built and tested in lab (Enrico Biancalani) 

▸ ~40 fibers in v-groove diffraction limited 

▸ Low R - 5 nm spectral channels 

▸ Awaiting delivery of  
C-RED 2! 

▸ Plan for on sky Q1 2018
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ON-SKY TESTING
Anglo-Australian Telescope

Subaru Telescope
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TESTING AT AAT
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GLINT @ SUBARU - SCEXAO
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GLINT @ SUBARU - SCEXAO
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GLINT @ SUBARU
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300 mm

600 mm
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RESULTS
▸ Results use NSC method - will let Denis describe details 

▸ Essentially, fit model of null depth PDF histogram (or KDF) 

▸ Some parameters known from data (photometry PDFs, dark/bg PDFs, etc) 

▸ Other parameters fitted - phase variance (mean, sigma), and astro null 

▸ Some other analysis used some small value approximations… we couldn’t due to 
very large phase variance 

▸ Do full MC model, computationally intensive 

▸ GPU implantation - ~100x faster than  
CPU implementation! 

▸ Fit with nonlinear leastsq (TRR) + basin hopping

Overclocked GTX 1080 Ti 

15 TFLOPS (single precision) 

~USD 1000!
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RESULTS
▸ Allow seeing to move null depth, analyse statistically by fitting model PDF to histogram of data  

▸ Pioneered by Palomar Fibre Nuller, see Hanot, et al. 2011 

▸ Very large phase errors -> couldn’t use analytical approach, needed Monte Carlo 

▸ Work in progress - not yet polychromatic & proper polarisation 

▸ Lab source ‘resolved’?

Laboratory 
measurement in 
SCExAO, with 200nm 
RMS wavefront error
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RESULTS
▸ On-sky at Subaru 2016 - large telescope vibrations meant very large phase fluctuation 

▸ Strongly double-peaked histogram, see e.g. alf Her below
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RESULTS
▸ On-sky at Subaru 2016 - large telescope vibrations meant very large phase 

fluctuation

Top-ring accelerometer Null-depth data power spectrum
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RESULTS
▸ Still works! 

▸ Successfully measured stellar diameters from null depth

On-sky measurement 
(Subaru) of alf Boo. Null 
measurement gives  
UD diameter of 19 mas, 
consistent with known value  
 
(Star partially resolved, 
diffraction limit ~ 40 mas)

procedure is followed after the minimum is found, in which the ��

2 = 1 contour is found
by varying each parameter individually3. Currently this does not produce sensible estimates
though, since the uncertainties on the data PDF estimate are not correct (as described above).

Since these are local optimisers, a basin hopping approach was used to find the global mini-
mum, wherein the fit was run multiple times with random perturbations applied to the starting
parameters. Pleasingly, the behaviour was bimodal - either it tended to converge to the same
fit, or not converge at all. The step size used in the non-linear-least-squares algorithm also can
be adjusted. This step size was also perturbed as part of the basin-hopping routine. After all
hops (usually 100) were complete, the fit with the lowest �2 was adopted.

4 Sensitivity and throughput

Instrumental throughput at Subaru was roughly consistent with predictions, as detailed in the
spreadsheet by SG.
This section is not yet written.

5 Results

Various data sets from on-sky and lab measurements were analysed using the above methods.
The 5 directly measure parameters described above were fixed to these values, and in each case,
basin-hopping was used to perturb the 5 free parameters over multiple fitting runs. The best fit
value is then adopted. Estimates of parameter uncertainties are not included here (due to the
aforementioned problem).

For laboratory tests, the astrophysical null should ideally be zero. In reality this would be
expected to be slightly higher due to chromaticity e↵ects. For a resolved star, the null depth
drops as its visibility drops. There is a convenient relationship between the limb-darkened
diameter of a star and the astrophysical null depth (Absil et al., 2006, 2011):

NA =

✓
⇡B✓LD

4�

◆2✓
1� 7u�

15

◆⇣
1� u�

3

⌘�1
(18)

where ✓LD is the limb-darkened stellar diameter, u is the limb darkening coe�cient, � is the
centre observing wavelength and B is the baseline length (for a uniform disk model set u = 0).

In the following sections, all information pertaining to the fit (including the fitted diameters)
are included in the figure captions.

5.1 Laboratory results

Laboratory results shown here (in Figures 8 through 12) were taken using SCExAO, with the
SuperK light source and turbulence simulator using the DM. Small wavefront errors give results
similar to that expected on-sky in good conditions (akin to the PFN observations). Moderate
wavefront errors resemble the actual data seen on sky (with vibrations), but larger wavefront
errors are unable to be fit by the model. This may be due to saturation of the DM, meaning
the wavefront errors no longer have a Gaussian distribution.

It should also be noted that the fitted astrophysical nulls are not zero. Part of this may be
due to chromaticity (predicted in earlier models to contribute up to 0.007). But this can also
be used to give an estimate of the magnitude of underlying uncertainty.

3See the method at http://au.mathworks.com/matlabcentral/fileexchange/9592-generalized-nonlinear-non-
analytic-chi-square-fitting for an example

11

Absil 2006, 2011
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RESULTS
▸ Still works! 

▸ Successfully measured stellar diameters from null depth

On-sky measurement 
(Subaru) of alf Her. Null 
measurement gives  
UD diameter of 31 mas, 
consistent with known 
value

procedure is followed after the minimum is found, in which the ��

2 = 1 contour is found
by varying each parameter individually3. Currently this does not produce sensible estimates
though, since the uncertainties on the data PDF estimate are not correct (as described above).

Since these are local optimisers, a basin hopping approach was used to find the global mini-
mum, wherein the fit was run multiple times with random perturbations applied to the starting
parameters. Pleasingly, the behaviour was bimodal - either it tended to converge to the same
fit, or not converge at all. The step size used in the non-linear-least-squares algorithm also can
be adjusted. This step size was also perturbed as part of the basin-hopping routine. After all
hops (usually 100) were complete, the fit with the lowest �2 was adopted.

4 Sensitivity and throughput

Instrumental throughput at Subaru was roughly consistent with predictions, as detailed in the
spreadsheet by SG.
This section is not yet written.

5 Results

Various data sets from on-sky and lab measurements were analysed using the above methods.
The 5 directly measure parameters described above were fixed to these values, and in each case,
basin-hopping was used to perturb the 5 free parameters over multiple fitting runs. The best fit
value is then adopted. Estimates of parameter uncertainties are not included here (due to the
aforementioned problem).

For laboratory tests, the astrophysical null should ideally be zero. In reality this would be
expected to be slightly higher due to chromaticity e↵ects. For a resolved star, the null depth
drops as its visibility drops. There is a convenient relationship between the limb-darkened
diameter of a star and the astrophysical null depth (Absil et al., 2006, 2011):

NA =

✓
⇡B✓LD

4�

◆2✓
1� 7u�

15

◆⇣
1� u�

3

⌘�1
(18)

where ✓LD is the limb-darkened stellar diameter, u is the limb darkening coe�cient, � is the
centre observing wavelength and B is the baseline length (for a uniform disk model set u = 0).

In the following sections, all information pertaining to the fit (including the fitted diameters)
are included in the figure captions.

5.1 Laboratory results

Laboratory results shown here (in Figures 8 through 12) were taken using SCExAO, with the
SuperK light source and turbulence simulator using the DM. Small wavefront errors give results
similar to that expected on-sky in good conditions (akin to the PFN observations). Moderate
wavefront errors resemble the actual data seen on sky (with vibrations), but larger wavefront
errors are unable to be fit by the model. This may be due to saturation of the DM, meaning
the wavefront errors no longer have a Gaussian distribution.

It should also be noted that the fitted astrophysical nulls are not zero. Part of this may be
due to chromaticity (predicted in earlier models to contribute up to 0.007). But this can also
be used to give an estimate of the magnitude of underlying uncertainty.

3See the method at http://au.mathworks.com/matlabcentral/fileexchange/9592-generalized-nonlinear-non-
analytic-chi-square-fitting for an example
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Absil 2006, 2011
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RECENT RESULTS

omi Cet - observed at Subaru November 2016. 
Measured null = 0.1414 

Corresponds to UD = 27.6 mas (Ks  known diam 28~36, H?)
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RECENT RESULTS

chi Cyg - observed at Subaru June 2017. Better t/t correction in PyWFS evident 
Measured null = 0.0865 +- 0.0004 

Corresponds to UD = 21.6 mas (literature vals range 20 - 25 mas)
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RESULTS
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chi Cyg - observed at Subaru June 2017. Better t/t correction in PyWFS evident 

Measured null = 0.0865 +- 0.0004 
Corresponds to UD = 21.6 mas (literature vals range 20 - 25 mas)
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RESULTS
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CURRENT DEVELOPMENTS AND CHALLENGES
▸ Proper treatment of chromaticity and polarisation 

▸ Need better detectors!! Currently limited to very bright stars (currently room temp 
commercial InGaAs photodiodes) 

▸ Also poses a problem in getting true ‘white-light’ null - hard to see signal in 
real-time 

▸ Awaiting C-RED 2 delivery. Also allows spectral dispersion 

▸ Next step - 4 input waveguides 

▸ 4 nulled baselines, 2 non-nulled 

▸ How best to use NSC here….?
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PART 3 -  
TO THE MID-IR

Current fused-silica good to K band… 
… more exotic materials and methods beyond that.



SWEET SPOT WAVELENGTH & MATERIALS

PART 3 - TOWARDS THE MIR

▸ Existing fused-silica technologies good until ~ K band 

▸ Direct-write in MIR requires new materials and writing techniques

▸ Tellurides, Chalcogenides, Fluorides 

▸ Gallium Lanthanum Sulfide (GLS) 

▸ High refractive Index 

▸ High transmission in the IR-
Spectrum 

▸ High photosensitivity  

▸ Commercially available



Cumulative heating regime
Parameters:

• Pulse energy

• Translation Speed

• Repetition rate

• Writing depth

• NA of focusing objective

• etc. 

Single scan

0.46 � 0.09 dB/cm

λ = 3.39 µm

Fairly happy!! But..

• Round mode to avoid
coupling losses

• Reduce bending losses

Single scan
0.3 � 0.07 dB/cm
Triple scan
0.22 � 0.02 dB/cm

Delta n = 0.012
(RSoft simulation)
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Asymmetric Y-junctions
Waveguide pitch 375 µm (125 + ~250 µm):

• (affordable) micro lens array for injection
• 250 µm pitch for v-groove fiber holder (or camera) 
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DIRECTIONAL COUPLER
▸ Key to beam combination
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DIRECTIONAL COUPLER

Problem
• Splitting ratio (21 µm seperation):

missed the first 50:50
• Coupling starts in the bends 

Solution
• Reduce separation or
• Change s-bend style (circular)

accepting bending losses
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DRAGONFLY - NULLING INTERFEROMETRY WITH DIRECT WRITE PHOTONICS

CONCLUSION
▸ 3D nature of direct-write allows stable 

(coherent) pupil-remapping 

▸ On-sky demonstration of integrated nulling 
interferometer in NIR 

▸ Simultaneous photometry and bright 
channel 

▸ NSC analysis 

▸ Currently dark current limited, high 
sensitivity spectroscopic back-end Q1 
2018 

▸ 4-waveguide version in progress 

▸ Geometric phase delays? 

▸ Next to the MIR 

▸ Encouraging results in GLS


